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The Plan
1. CWoLa Hunting:  A dumb, simple strategy for finding resonant overdensities in data when 

backgrounds are relatively simple.

2. Fast run through some more complex proposals that have overlapping philosophy:
• Simulation Assisted (SA) CWoLa
• SALAD
• Tag N’ Train
• ANODE

3. Big picture:
• What is anomaly detection?
• What are the strengths and weaknesses of different approaches?
• What assumptions are we making, explicitly or implicitly, about the signal, about the background, 

about simulation?



CWoLa Hunting
1708.02949  Eric M. Metodiev, Benjamin Nachman, Jesse Thaler
1805.02664  Jack H. Collins, Kiel Howe, Benjamin Nachman
1902.02634  Jack H. Collins, Kiel Howe, Benjamin Nachman
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CWoLa Hunting
Train to classify between 
these boxes based on x
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CWoLa Hunting: Example with signal



CWoLa Hunting: Example without signal



CWoLa Hunting: Feature-space



CWoLa Hunting at ATLAS
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CWoLa Hunting at ATLAS: Sensitivity



Simulation Assisted CWoLa
arXiv:2009.02205, Kees Benkendorfer,
Luc Le Pottier, Benjamin Nachman



Simulation Assisted Likelihood-free 
Anomaly Detection (SALAD) 2001.05001, Anders Andreassen,

Benjamin Nachman, David Shih

Classify 
simulation

vs data

Classify 
reweighted 
simulation vs data



Tag N’ Train 2002.12376, Oz Amram, Cristina Mantilla Suarez 



Anomaly Detection with Density Estimation
(ANODE) 2001.04990, Benjamin Nachman, David Shih

Uncorrelated data Correlated data

Learn probability density of bg from sideband and interpolate, and bg+signal from 
signal region, and explicitly form likelihood ratio 



What is anomaly detection?
UnsupervisedWeakly SupervisedTraditional Search
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What is anomaly detection?
UnsupervisedWeakly SupervisedTraditional Search

“Select events with low probability 
density for SM”

“Select off-manifold events”



Weak supervision and unsupervised: 
competitors or collaborators? 2104.02092  Jack Collins, Pablo 

Martín-Ramiro, Benjamin Nachman, 
David Shih
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Conclusion
• We have plenty of architectures and ideas, though more are always exciting!

• More important is to organize, understand, press on with real searches. LHCO & 
Darkmachines competition both are good starts, but I’m not convinced that it is yet 
enough.

• How will recasting work?


